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Abstract

Consumer research costs companies billions annually yet suffers
from panel biases and limited scale. Large language models (LLMs)
offer an alternative by simulating synthetic consumers, but produce
unrealistic response distributions when asked directly for numeri-
cal ratings. We present semantic similarity rating (SSR), a method
that elicits textual responses from LLMs and maps these to Likert
distributions using embedding similarity to reference statements.
Testing on an extensive dataset comprising 57 personal care prod-
uct surveys conducted by a leading corporation in that market
(9,300 human responses), SSR achieves 90% of human test-retest
reliability while maintaining realistic response distributions (KS
similarity > 0.85). Additionally, these synthetic respondents provide
rich qualitative feedback explaining their ratings. This framework
enables scalable consumer research simulations while preserving
traditional survey metrics and interpretability.
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1 Introduction

Established consumer research plays a central role in guiding corpo-
rations’ product development decisions [1-3], costing them billions
of U.S. dollars globally every year [3]. Before investing in costly pro-
duction and launch activities, companies routinely evaluate product
concepts by surveying representative consumer panels. The most
consequential question in such studies typically concerns purchase
intent (PI), i.e., the likelihood that a respondent would buy the prod-
uct if available [4-6]. Standard practice is to elicit purchase intent
on a Likert scale, usually ranging from 1 (e.g., “definitely not”) to
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5 (e.g., “definitely yes”) [7]. While widely used, this method faces
well-known limitations: responses may be distorted by satisficing,
acquiescence, and positivity biases, among other factors [8, 9]. Thus,
traditional consumer panels often provide noisy measurements of
demand, despite the considerable resources invested.

Recent advances in LLMs raise the possibility of augmenting or
partially replacing human survey panels with synthetic consumers.
By conditioning LLMs on demographic or attitudinal personas
and exposing them to the same survey instruments, researchers
have begun exploring whether such synthetic samples can recover
human-like patterns of response. This line of work has expanded
rapidly across disciplines, including market research, political sci-
ence, psychology, and consumer behavior [10-15]. Taken together,
this literature establishes the prominence of LLM-based synthetic
samples while also underscoring challenges regarding their relia-
bility.

One recurring challenge is the direct elicitation of Likert-scale
responses. When asked to provide numerical ratings, LLMs tend
to produce distributions that are overly narrow, systematically
skewed, or otherwise inconsistent with human survey data [13-
15]. This raises the question of whether such shortcomings reflect
fundamental limits of LLMs as survey respondents, or simply the
elicitation methods used.

In this paper, we argue for the latter. We show that the problem
lies not in the use of LLMs themselves, but in directly requesting
Likert-scale outputs. Instead, we propose to use textual elicitation
followed by semantic-similarity rating (SSR): LLMs generate free-
text statements of purchase intent, which are then projected onto
a 5-point (5pt) Likert scale by computing the cosine similarity of
embeddings with those of predefined anchor statements. This ap-
proach draws on established methods in NLP (semantic similarity
mapping) [16] and survey methodology (anchoring vignettes) [17],
but to our knowledge has not been applied in the context of LLMs
as survey respondents.

Using 57 consumer research surveys on personal care product
concepts conducted by a leading corporation in that market, each
with 150-400 human participants, we demonstrate that SSR closely
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replicates real survey outcomes. Specifically, it recovers both (1)
the panel-level response distributions and (2) the relative ranking
of product concepts by mean purchase intent. To quantify the lat-
ter, we introduce correlation attainment herein which is inspired
by human test-retest reliability experiments and measures corre-
lation between synthetic and real data in terms of its maximum
achievable value. Moreover, we demonstrate that these results are
only achieved when LLMs are prompted to consider demographic
attributes of a person they are being asked to impersonate. We
find that the LLMs’ response behavior with regard to age and in-
come level, in particular, mirrors actual humans’ response behavior
relatively well. As a byproduct of SSR, feedback on product con-
cepts can be leveraged for qualitative analyses and further concept
development.

These results suggest that, when paired with appropriate elici-
tation methods, LLMs can serve as valid synthetic consumers for
concept testing.

2 Related Works

Several studies using LLMs as synthetic survey respondents rely on
direct numeric elicitation. For example, models are asked to fill in
Likert scales [15] or provide “feeling thermometer” scores [13]. Oth-
ers adapt this approach to discrete-choice tasks, such as conjoint-
style willingness-to-pay estimation [11] or behavioral games [18].
A consistent limitation is that response distributions are too nar-
row: models regress to “typical” answers, showing far less variance
than human data and producing unrealistically confident estimates
[13, 18].

A smaller line of work explores textual responses that are subse-
quently mapped onto numbers. One study uses elicitation of open
completions (“[Brand] is similar to..”) and converts those into simi-
larity scores by counting elicited brand completions [10]. Another
trains “Doppelgénger LLMs” on individual utterances, generating
free-text survey answers that are then aligned with structured cat-
egories [19]. While such pipelines acknowledge the ambiguity of
open-ended responses, they ultimately reduce them back to single
numbers.

Another focus of some studies is demographic conditioning,
where prompts embed socio-demographic backstories. One study
shows that this improves the alignment of synthetic subgroup re-
sponses with human benchmarks [12], and another demonstrates
similar effects with political personas [13]. Conditioning increases
validity but does not overcome the fundamental issue of narrow
distributions.

Some work uses fine-tuning with survey data to make LLMs
more human-like [11, 12, 19]. But a large share of the literature,
including refs. [10, 13, 18, 20], stays with zero-shot elicitation or
prompt engineering.

3 Methods

This section provides a brief overview of the methods employed in
this paper. See App. A for a detailed explanation.

3.1 Data

We analyze 57 consumer research surveys on personal care product
concepts conducted by a leading corporation in that market using
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a digital consumer research platform (see App. A.1). Each survey
involved 150-400 unique U.S. participants (N = 9,300 in total),
with core demographic markers such as age, gender, and location
available for most respondents, and income and ethnicity for fewer.
Surveys asked participants to evaluate a concept and rate their
purchase intent on a 5pt Likert scale. Mean purchase intent is
skewed towards positive values and narrowly distributed with mean
4.0 and standard deviation 0.1 across all surveys.

3.2 Definitions

Following the definitions in App. A.2, each survey s is associated
with a product concept and a set of consumers ¢ € Cs, who each
provide a Likert rating r. € {1,...,5} marking their purchase in-
tent. Per survey, these form empirical response distributions and
mean purchase intent PI;. We define synthetic consumers ¢’ as
LLMs impersonating human respondents ¢ given their demographic
attributes. Unlike real consumers, their responses may be full prob-
ability distributions p. (r). Throughout, we denote human data by
superscript x and synthetic data by y.

3.3 Success Metrics

We evaluate synthetic panels using two main criteria (see App. A.3
for more detail):

Distributional Similarity. We measure per-survey similar-
ity between synthetic and real purchase intent distributions via
Kolmogorov—-Smirnov (KS) similarity, i.e. KS sim; Y = 1—KS dist; 7,
because it respects the ordinality of the scale. For each experiment,
we then report the mean KS similarity K¥¥ = E[KS sim; ’] over all
57 surveys.

Relative Concept Appeal and Correlation Attainment. We
compute Pearson correlations between mean purchase intents of
real and synthetic surveys R*Y = corr[PI*, PIY] to quantify how
well synthetic consumers recover relative concept appeal. Because
correlation is upper bounded by noisy human data with a narrow
PI; distribution, we measure success across all 57 surveys in terms
of the maximum attainable correlation, akin to test-retest reliability.
For every experiment, we estimate this ceiling by simulating 2,000
test-retest scenarios, splitting each survey into two equally-sized
cohorts for each scenario: test and control. Then, the maximum at-
tainable correlation is given by R** between test and control cohorts.
Correlation attainment is then quantified as p = E[R*Y] /E[R**]
where R*Y is the correlation between mean purchase intents of the
test cohorts and equally-sized random samples of the corresponding
synthetic surveys, respectively.

3.4 Synthetic Response Generation

Synthetic consumers were instantiated by prompting LLMs with
demographic attributes and a product concept (App. A.4). If not
stated otherwise we used the full concept image as a stimulus. We
evaluated three response strategies (see Fig. 1A):

Direct Likert rating (DLR). LLMs reply with a single integer
1,2,3,4,or5.

Follow-up Likert rating (FLR). LLMs first generate a short
free-text purchase intent statement, which is then mapped to a
Likert score by a new instance of the same model which, this time,
received a system prompt to act as a “Likert rating expert.” In this
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Figure 1: Different response generation procedures and SSR response-likelihood mapping. (A) A synthetic consumer is con-
structed by instructing an LLM to impersonate a consumer with certain demographic properties and show them a product
concept as an image containing a description and possibly concept art (see App. B). The synthetic consumer is then asked
about their purchase intent. (1) In the direct Likert-rating approach, the LLM’s response is restricted to one of 1, 2, 3, 4, or 5. (2)
Alternatively, we let the LLM write a brief textual response about their PI. Subsequently, we prompt the same model to be a
Likert-rating “expert” and map the textual response to an integer between 1 and 5. (3) Because textual responses can result in
varied ratings on the 5pt Likert scale, we introduce the semantic similarity rating method. We retrieve the embedding vector
for the textual response from a corresponding model, compare it to five reference response embedding vectors and construct a
response distribution on the Likert scale. (B) In an embedding space, the synthetic response will have a certain angular distance
to any other statement. We construct a reference set of five rating responses, each corresponding to an integer on the Likert
scale. Then, the response likelihood of any integer is set to be proportional to the cosine similarity between the synthetic
response vector and the corresponding reference response vector.



system prompt, we included examples of what kind of statements
can lead to which rating.

Semantic similarity rating (SSR). The same free-text re-
sponses are embedded and compared to reference statements for
each point on the Likert scale, yielding a response probability mass
function (pmf) with single probability values being proportional to
the cosine similarity between the response and the corresponding
reference statement (see Fig. 1B). Experiments reported in the main
text used pmfs that were averaged over six different statement
sets for every response (see App. C.1). Embedding vectors were
retrieved using OpenAl’s model “text-embedding-3-small”

We used two models (GPT-40 and Gemini-2.0-flash, “Gem-2f” in
the following) and ran experiments with Tipy = 0.5 and Tipm =
1.5. As there was little variation between experiments at different
temperatures, we only report results for Typy = 0.5 in the main
text.

4 Results
4.1 Direct Likert Ratings

To establish a baseline for comparison, we first tested the perfor-
mance of asking synthetic consumers for a Likert rating directly, us-
ing full information on demographic attributes. Both LLMs yielded
a correlation attainment of about p = 80% (cf. Fig. 2A.i and Fig. 6A.i).
At the same time, distributional similarity was poor with a mean
similarity of K*¥ = 0.26 for GPT-40 and K*Y = 0.39 for Gem-2f (cf.
Figs. 2B, 3, 6B, 3, and 13-16). Upon detailed inspection of the Likert
response distributions, models typically replied with response ‘3,
i.e. a “safe” regression to the center of the scale (cf. Figs 9-12). The
comparably high correlation with real data was therefore purely
a result of occasional responses ‘2’ and ‘4’. Almost never did the
models reply with ‘1’ or ‘5. In contrast, the most responses in the
real data were values ‘4’ and ‘5’. Subsequent attempts to nudge
models to explore the upper extremes of the distribution via system
prompt modification lead to slightly higher distributional similari-
ties while decreasing correlation in mean purchase intent, however.
Le. models then “over-corrected” in the direction of distributional
similarity to real data, resulting in a loss of signal in product rank-
ing, which subverts the overall goal of obtaining useful information
about consumer purchase intent.

4.2 Textual Elicitation with FLR and SSR

Letting LLMs respond freely and using the generated responses to
obtain Likert ratings yields correlation attainment values of p = 85%
for GPT-4o (see Fig. 2A.ii) and p = 90% for Gem-2f (see Fig. 6A.ii).
With GPT-40 consumers, FLRs achieve slightly lower correlation
attainment than SSRs with p = 90% (see Fig. 2A.iii). With Gem-2f,
both methods reach similar values (see Fig. 6A.iii). For the SSR
method, distributional similarity markedly increased compared to
the naive DLR approach, with K*Y = 0.88 for GPT-4o (see Fig. 3) and
K*Y = 0.8 for Gem-2f (see Fig. 7). FLRs yield improved distributions
compared to DLRs, but fall behind distributional similarity values
reached by SSRs, (K*Y = 0.72 for GPT-40 and K*Y = 0.59 for Gem-
2f, respectively, see Figs. 3 and 7). For this rating method, we found
that equipping the system prompt with explicit examples of what
kind of sentiments may lead to which rating on the Likert scale
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was necessary to avoid the narrow distributions observed with the
DLR approach.

Generally, the synthetic mean purchase intents are far more
spread out than the real mean purchase intents: When a product
is less attractive, LLMs tend to rate them lower than their human
counter parts, on average. For detailed results, see Figs. 17-22 and
Tab. 1.

4.3 Influence of Demographics and Concept
Properties

Furthermore, we are interested to find out which other aspects of
the real survey data are mirrored by synthetic consumers (SCs).
To this end, we measure mean purchase intent across all products,
stratified by demographics and product features and present the
results in Fig. 4.

Mean purchase intent follows a concave behavior with regards
to age: both younger and older participants tended to rate their
purchase intent lower than middle-aged age cohorts. This behavior
is mirrored by synthetic consumers based on GPT-40. For Gem-
2f, younger synthetic consumers reported lower purchase intent.
Older consumers, however, reported similar purchase intent as their
middle-aged counter parts (see Fig. 4A).

In the real surveys, consumers had to rate their income level
according to one of six reference statements. Here, statements 1
through 4 all suggested budgetary problems. Hence, it is unsurpris-
ing that only for statements 5 and “Null” (i.e. “None of these”) there
is a marked increase in purchase intent. This behavior is replicated
both by GPT-40 and Gem-2f (see Fig. 4B): Personas prompted to
have budgetary problems responded with lower purchase intent.
GPT-4o0 reacted very sensitively to being prompted with income
level 2, potentially due to the statement’s drastic wording of being
“in danger”

Both humans and SCs rated “Cat. IV” products consistently high
and those from “Cat. I” consistently the lowest (see Fig. 4C). More-
over, humans and SCs alike reacted negatively to concepts devel-
oped by “Source B” (see Fig. 4D). Regarding a product’s price seg-
ment, SCs replicated human behavior rather well once again, rating
products from ‘Tier 3’ and ‘Tier 4" more positively and ‘Tier 1’
lowest (see Fig. 4E).

SCs replicated the response behavior less well for gender and
dwelling region (see Fig. 8). However, mean purchase intent is not
being influenced strongly by those features for neither real nor any
of the synthetic surveys.

To explore how well models leveraged the information contained
in demographic attributes to arrive at the results above, we ran
an additional experiment using Gem-2f and an SC system prompt
that left out all demographic features. Surprisingly, this resulted in
survey distributions that were very close to the real distributions,
with consistently high purchase intent of ‘4’ and ‘5’ and a mean
distribution similarity of K*¥ = 0.91 (see Figs. 29-31). Moreover,
we even obtained the same mean and standard deviation as the real
data for purchase intent across all surveys E[PI] = 4.0 + 0.1. At the
same time, for the best reference set, correlation attainment only
reached p = 50% compared to p = 92% for Gem-2f SCs prompted
with demographic markers, which suggests that if LLMs are not
prompted with a detailed enough persona they will rate products
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Figure 2: Comparison of real and synthetic surveys based on GPT-40 with Tijy = 0.5. (A) Mean purchase intent comparison for
(A.i) Direct likert ratings (DLRs), (A.ii) textual elicitation with follow-up Likert ratings (FLRs) and (A.iii) semantic similarity
ratings (SSRs). (B) Eight example survey response distributions for real surveys and the corresponding synthetic surveys based

on DLR, FLR, and SSR, respectively.

more positively in general and will not leverage the actual infor-
mation in the product concepts enough to produce a meaningful
signal. We obtained similar results in further experiments for both
models (see Figs. 23-28).

4.4 Additional Results

While the SSR method is of quantitative nature, the underlying free-
text responses make it possible to obtain qualitative feedback on
product concepts. Comparing textual responses by humans to those
generated by LLMs, we find that the latter are far richer in informa-
tion, highlight positive features, and raise explicit concerns about
less likable product properties. SCs may thereby enrich product
research beyond quantitative analyses (see App. E).

To test how the SSR method would perform for indicators other
than purchase intent, we ran a single experiment for the question
“How relevant was the concept?” which was posed to the same hu-
man participants within each survey. Taking the average over three
new reference sets that were constructed as Likert-scale anchors
for this question, we found that the synthetic responses by Gem-2f
achieved a correlation attainment p = 82% for SSR and p = 91% for
FLRs (cf. Fig. 35). At the same time, the synthetic survey distribu-
tions achieved similarity values of K*¥ = 0.81 for SSR K*Y = 0.62

for FLRs (cf. Figs. 33-34), demonstrating the method’s potential for
generalization.

We further wanted to test how much information the LLMs
actually leverage from the product concept beyond coarse-grained
features such as demographics and product properties. To this end,
we trained 300 LightGBM classifiers on one random half of the
studies each and analyzed predicted responses for the other half
(see App. D). LightGBM, despite being trained on in-sample data,
achieved a correlation attainment of only p = 65%, compared to
p = 83% for FLRs and p = 88% for SSRs. Regarding distributional
similarity, LightGBM outperformed FLRs with K*Y = 0.80 versus
K*Y = 0.72. However, SSR distributions were still closer to the
real survey results with K*Y = 0.88, highlighting that zero-shot
LLM elicitation—which requires no access to training data from
the surveys—synthesizes human responses more effectively than a
supervised ML model that does.

To see how a more parsimonious setup would perform, we re-
peated most of the experiments and replaced the image stimulus
with a text stimulus that contained only the product description.
We find that doing so mildly reduces the performance for most
experiments. Success metrics for all experiments can be found in
Tab. 1.
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Figure 3: Comparison of purchase intent distribution similar-
ity between real and synthetic surveys based on GPT-40 with
Tiim = 0.5 for direct Likert ratings (DLRs), textual elicitation
with follow-up Likert ratings (FLRs) and semantic similarity
ratings (SSRs).

5 Discussion and Conclusion

Our results show that LLM-based synthetic consumers can repro-
duce core outcomes of traditional consumer concept testing with
surprising fidelity. In particular, the semantic similarity rating (SSR)
approach yields both realistic distributions of Likert responses and
robust product rankings that attain over 90% of the maximum cor-
relation with human data, based on test-retest reliability. These
findings suggest that many of the shortcomings of prior attempts at
using LLMs as survey respondents—such as skewed distributions,
over-positivity, or regression-to-the-mean—are not intrinsic limita-
tions of LLMs, but rather artifacts of how responses were elicited.
By shifting from direct elicitation of Likert responses to textual
elicitation and SSR, we resolve many of these artifacts and unlock
richer, more interpretable data.

Importantly, no training data or fine-tuning on consumer re-
sponses was required. This makes the method widely applicable
and inexpensive compared to training or calibration-heavy alter-
natives. The SSR approach functions as a plug-and-play tool: it
translates free-text responses into Likert distributions in a trans-
parent, interpretable way, preserving comparability with canonic
survey-based consumer research while also capturing the nuance
of unconstrained responses.

A key advantage of this approach is the retention of qualitative
information. Whereas human Likert ratings are often accompanied
by minimal free-text justifications, LLM-based synthetic consumers
readily provide detailed rationales that explain why a product might
be attractive or unattractive. These rationales can be mined for
themes, objections, or value propositions in ways that raw Likert
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scores cannot. Moreover, we observe that synthetic responses ap-
pear less prone to the positivity bias common in human surveys,
producing a wider spread of purchase intent. This broader dynamic
range may provide companies with more discriminative signals
when evaluating early-stage concepts.

While promising, the method is not without limitations. SSR
relies on carefully designed reference statements, and our results
show that different anchor sets can lead to slightly different map-
pings. Averaging across sets mitigates this issue, but future work
could optimize reference statements iteratively, or even generate
them dynamically with LLMs to maximize alignment with human
data. Note that the reference sets created herein were manually
optimized for the 57 surveys subject to this study, which means it
remains elusive how well they would perform for other surveys.
Another limitation concerns demographics: although LLMs cap-
tured some demographic patterns (e.g., age and income) quite well,
others (e.g., gender, region, ethnicity) were not consistently repli-
cated. This suggests that while persona conditioning does influence
synthetic responses, it cannot yet be treated as a reliable proxy for
all subpopulations. Researchers must therefore use caution when
interpreting subgroup analyses from synthetic panels.

More fundamentally, the usefulness of SSR is bounded by the
knowledge domains represented in the LLM’s training data. LLMs
are known to hallucinate when asked about unfamiliar topics, and
SSR does not eliminate this risk. The reason our approach succeeds
in oral care products, and even reflects demographic condition-
ing, is likely that the model has been exposed to abundant human
discussions of these categories in its training corpus (e.g., online fo-
rums and consumer reviews). For domains where such background
knowledge is sparse or absent, SSR will not conjure valid consumer
preferences. Thus, it is important not to view synthetic surveys as
universally reliable, but rather as tools whose validity depends on
the alignment between training data and the survey domain.

Additionally, SSR’s performance depends on the choice of em-
bedding model and similarity measure. Although cosine similar-
ity proved effective, further benchmarking could reveal alterna-
tive embedding spaces (e.g., domain-specific encoders) that yield
stronger alignment. Finally, while synthetic consumers reproduce
human-like distributions and rankings, they cannot fully capture
the real-world contingencies of purchasing behavior, such as budget
constraints, cultural context, or marketing exposure.

There are several avenues for extending this work. First, the
method can be generalized to survey questions beyond purchase
intent. By designing reference sets for other Likert constructs such
as relevance, satisfaction, or trust we may extend the approach to
larger surveys or other applications. Second, optimization strategies
could improve SSR: parameters quantifying how a single response is
mapped to a distribution could be tuned automatically to maximize
correlation with held-out human data. Third, more sophisticated
prompting strategies could be explored, such as asking LLMs to
generate long free-text responses that are then summarized before
mapping to Likert anchors of different questions at once, or multi-
stage pipelines in which one LLM generates responses and another
critiques or calibrates them. While such methods may be more com-
putationally expensive, they could improve both interpretability
and alignment.

Finally, there is an open question about combining SSR with light
fine-tuning approaches. Although we deliberately avoided training
data here to demonstrate generality, hybrid methods where SSR
is used in tandem with calibration or prompt optimization may
achieve even higher fidelity. Crucially, however, SSR provides a low-
cost baseline that narrows the gap between synthetic and human
survey data without requiring retraining.

If further validated, SSR-enabled synthetic consumers could sub-
stantially change how early-stage product research is conducted.
Instead of commissioning large human surveys for every product
idea, companies could first screen concepts synthetically, reserving
human panels for the most promising candidates. This would re-
duce costs, accelerate iteration, and enable smaller firms to access
consumer insights that were previously out of reach. At the same
time, the availability of detailed synthetic rationales could comple-
ment human panels, offering a richer understanding of consumer
perceptions.

In summary, by combining interpretability, statistical reliability,
and qualitative richness, SSR addresses many of the challenges that
have constrained the use of LLMs as synthetic survey respondents.
While not a wholesale replacement for human research, SSR es-
tablishes a credible framework for augmenting and accelerating
consumer insight generation.
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Appendix
A Detailed Methods
A.1 Data

We base our study on a corpus of 57 consumer research surveys,
conducted using a digital consumer research platform, supplied
by a leading personal care corporation. Each survey relates to a
unique hypothetical personal care product concept designed for
the US market. In the dataset, a product concept is represented on
a presentation slide that contains at minimum a text description
and in many instances a concept image, as well. Every survey had
a unique set of participants, with sizes ranging from N; = 150 to
N; = 400. In total, the corpus has 9,300 unique participants. For
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most of the surveys, age, gender, and location of the participants is
known. To a lesser extent, income level is reported, and only nine
surveys contain information on consumer ethnicity.

While surveys prompt participants to score product concepts
along various dimensions, we focus on the central question of
purchase intent, often phrased as “Based on everything you’ve seen
and heard, how likely are you to purchase the product?”. This
response was scored on a 5pt Likert scale, requiring participants to
select one of the integer numbers i = 1,2, 3,4, 5.

A.2 Definitions

Let the corpus of all surveys be called S. A single survey s € S
consists of:

(1) N5 =|Cs| consumers ¢ € Cs with demographic attributes
d. = {d¢1,dcp,...,d.p} containing features such as age,
gender, income, location, and ethnicity, as well as

(2) asingle product concept.

Note that we need not formally distinguish between product con-
cepts and surveys as each survey only relates to a single unique
concept, hence s may either denote a survey or a concept depending
on the context.

Let . be the Likert scale rating response provided by a human
consumer c after reviewing a product concept s, and asked about
their purchase intent (since there are no consumers that repeat
across surveys, we need not index the response by s). Response r,
may be equal to any of the integer numbers i = 1, 2,3, 4, 5. Having
produced a Likert scale response, each consumer ¢ € Cs of a given
survey s is associated with a response probability mass function
(pmf) of p.(i) = dir., where ;,, is the Kronecker delta function.
The whole survey distribution, which aggregates responses from
all consumers, is then given by:

P = " b, &

ceCs
The mean purchase intent of the concept s is then calculated as:

5

PL, = Z ips (i). ()

i=1

We describe as a synthetic consumer ¢ an LLM that was prompted
to impersonate a human consumer with demographic attributes d,
or a subset thereof, see Section A.4.

All of the definitions outlined above apply for synthetic con-
sumers ¢, as well, however with the important distinction that we
do not restrict those to reply with single-response distributions, i.e.
we do not require that the response pmf is a Kronecker delta func-
tion. Instead, a synthetic consumer response may yield an arbitrary
pmf p:(i) on the Likert scale. As we shall see in Section A.4, this
involves mapping a textual response #; to a Likert scale rating r;
integer, or a pmf pz(i).

Henceforth, we will denote real data with the superscript x and
synthetic data with the superscript y.
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A.3 Success Metrics

We define two success metrics, one to measure the distributional
similarity between outcomes of synthetic and real surveys, and an-
other to measure the degree to which synthetic consumers replicate
the concept ranking obtained from real surveys.

Distributional Similarity. Synthetic consumer panels should repli-
cate real consumer purchase intent distributions as accurately as
possible. To this end, we define the distributional similarity between
a synthetic and real survey s as the complement of the Kolmogorov-
Smirnov (KS) distance:

KS sim}¥ =1 — sup |Fy(r) — FI(r)). (3)

r=1,...,5

Likert data responses are ordinal and because there is no measurable
concept of distance between the integer responses, technically, the
(KS) distance is an inappropriate measure. However, we find that in
practice KS distance has various advantages, for instance it is simple
to interpret, as the maximum distance between two CDFs which is
always a number between 0 (where distributions are equal) and 1
(where distributions are entirely dissimilar). Second, the ordinality
of the data is respected, i.e. it does make a strong difference whether
two distributions have peaks that lie close or far away from each
other.

At times, we will compare KS similarity to distributional cosine
similarity defined as

C;C L M (4)
Ip11ps|
which does not respect the scale’s ordinality. Here, we treat the pmf
as a vector p = (p(1),...,p(5)).

We denote as K*Y = E[KS sim; /] the mean distributional simi-

larity over all surveys (and analogously, C*¥ = E[C;Y]).

Concept Ranking Similarity and Correlation Attainment. A con-
cept’s popularity in terms of mean purchase intent should rank
similarly for both synthetic surveys as well as real surveys. To mea-
sure how similarly concepts are perceived, we compute the Pearson
correlation between the mean purchase intents from synthetic and
real surveys PIY and PI¥, respectively:

R*Y = corr[PT*, PIY]. (5)

Naively, we should thus expect perfect synthetic consumers to
yield R*Y close to 1. However, since we observe that the mean pur-
chase intents of real surveys lie relatively close to each other with
E[PI*] = 4.0 and Std[PI*] = 0.2, we must consider the possibility
that these results are influenced by noise and hidden biases in a
non-negligible manner. We therefore ask: were the surveys repeated
with a new cohort of similarly drafted real consumers, how well
would the mean purchase intent of the repeated surveys correlate
with the mean purchase intent of the original surveys? This value,
R**, should be the theoretical maximum concept ranking similarity
we judge the performance of the synthetic consumers by. In other
words, a high concept ranking correlation between synthetic and
real consumers is one that approaches the retest correlation of real
consumer responses.

Although we cannot obtain a traditional test-retest reliability
estimate by repeating each survey with a new cohort of real con-
sumers of size Ns, we can simulate retest scenarios a large number

of times where we randomly split survey participants into test and
control cohorts of size N;/2.

To obtain a reliability measure of the concept ranking, we per-
form the following comparison: For every survey s, we split the
participant set C; in half at random. One half C; ; will be called the
test cohort, whose responses constitute the central survey results.
We call the second half Cs. the control cohort, whose responses
represent a repeated survey to control and compare the results of
the first survey. Then, for the corresponding synthetic survey with
participants C¢, we randomly sample a test cohort of the same size
as the corresponding real test and control cohorts, respectively. We
follow this cohort construction procedure once for every survey,
achieving corresponding average purchase intents PI},, PIY ., and

s,t> T is,e0
PIY,, such that correlation coefficients R** = corr [PE,, PE, | and
R*Y = corr [PI;‘) t,PIZt] can be computed. Repeating this experi-

ment m = 2000 times and taking the average over the respective
correlation coefficient, we obtain correlation attainment

E[R*Y]
P = T (6)
E[R¥]
quantifying how close the correlation coefficient between real and
synthetic consumers is to the theoretical maximum.

A.4 Synthetic Response Generation

For every human consumer c, a synthetic consumer ¢ was con-
structed by priming an LLM to be a participant in a product re-
search survey and to impersonate a consumer ¢ with the same or
a subset of demographic attributes d; C d.. Then the LLM was
shown the product concept, in the form of an image containing the
text and potentially an image of the product (see App. B). Subse-
quently, the LLM was prompted with the question “How likely are
you to purchase the product?”, and a response was sampled. Due
to the stochastic nature of LLMs, we designed our experimental
setup such that any number of repeat samples n could be drawn
upon submitting each prompt, enabling us to average results over
multiple samples. In the following analysis we use n = 2 samples,
which we found was sufficient to obtain stable results.

We focused on models by Google and OpenAl; after initial exper-
iments with different models such as “‘gemini-1.5-flash,” “gemini-
2.5”, and “03” we settled on “gemini-2.0-flash” (referred to as “Gem-
2f” throughout the text) and “gpt-40” (“GPT-40") for production
runs as these models gave the most consistent responses across all
experiment types. Experiments were run with parameters piop = 0.9
and temperature Tipy € {0.5, 1.5} if not noted otherwise.

Below we describe different approaches to generate synthetic
responses.

A.4.1 Direct Likert Rating. The simplest approach to generate a
Likert scale rating from an LLM which has been presented with a
product concept, is to treat the LLM like a human participant and
let it respond with a single token, i.e. one of the integer responses 1,
2,3, 4, or 5. This approach is straightforward and produces results
with minimal effort.

A.4.2  Follow-up Likert Rating (Textual Elicitation Before Rating). A
slightly more sophisticated approach is to let the LLM first express
its liking of the product concept in a brief but otherwise uncon-
strained text response #;, and only afterward let it summarize this



in a single integer response rz. Specifically, after priming the LLM
with its demography and showing a product concept, we prompt it
with the question “How likely are you to purchase the product?”,
and stating “Reply briefly to any questions posed to you.” in the
system prompt. After sampling the response, we prompt the LLM
to be a “Likert rating expert” and request it to map the text response
it just gave, to the corresponding integer response on a 5pt Likert
scale. The same LLM that generates a response is also tasked with
rating it, using pop = 1 and Tym = 0.3.

A.4.3  Semantic Similarity Rating (SSR). Mapping textual responses
to Likert scale ratings is, however, non-trivial, as a response rarely
maps exactly to one and only one rating. For instance, a response
may read “T'd probably buy it. I like that it’s easy to use and I can
take it with me. Plus, the price isn’t too bad.” Depending on how the
scale is defined and who is on the receiving end of this statement,
the response most likely would map to a “4” or a “5”. The statement
could be easily interpreted as purchase being very likely (5) when
imagining a casual conversation about purchase intent. Others
might interpret this response as just “likely” (4). Hence, there’s an
inherent ambiguity in the textual responses that gets discounted
through the mapping onto a single number.

We therefore propose an alternative procedure that maps a tex-
tual response to a distribution of Likert scale ratings. To do this, we
construct reference statements o, that each map to a Likert scale
rating, then estimate the similarity of the response text ¢; to each
of these reference statements, and use the similarities to construct
a pmf of Likert scale ratings. In practice, we construct m such ref-
erence statement sets X; where i = 0,...,m — 1, across which we
eventually average the respective single-response pmfs to obtain a
single-response result pmf. In this analysis, we use m = 6 sets (see
App. C.1). They are all similar but not identical, and designed to
capture the different ways a consumer may express their purchase
intent. However, as this use of multiple sets of reference statements
is more an implementation detail than a theoretical innovation, and
since it will complicate the mathematical notation unnecessarily,
we do not explicitly mention it in the following.

To effectively compute the similarity between a response text
t; and a reference statement o,, we retrieve embedding vectors
v, and v, from a text-embedding model for each of the reference
statements as well as the response text from synthetic consumer
¢, respectively. In this study, we exclusively use OpenAl’s “text-
embedding-3-small” model. Tests with “text-embedding-3-large”
left the results virtually unchanged. With these vectors, every re-
sponse can be mapped to a similarity in the embedding space by
means of cosine similarity as

Vo, * Ut5

oo, [oz: ]

y(or, te) = ™

We then interpret this similarity as proportional to a response
probability p, for integer response r, such that

Pei(r) o< y(0ri, te) — y(0p,i, te) + €6pr )

where 7 is the reference statement with minimum similarity over the
corresponding set 3; and normalization ¥,>_, pz;(r) = 1. Note that
subtracting the minimum similarity over the reference statement
set y(or, tz) is a way to adjust for potential low variance in the
similarity scores. In practice, we observe that within the space of all
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embeddable language, the numerical difference between extremes
like “It’s very unlikely that I'd buy it” and “It’s very likely that
I'd buy it” is numerically small, and so if we do not subtract the
minimum similarity, the resulting pmf will be almost entirely flat.
For € = 0, this equation can be read as follows: For every similarity,
subtract the minimum similarity over the reference statement set.
Normalize the remaining similarities by the total sum to obtain a
probability mass function (pmf). Of course, following this procedure
means that for every textual response we obtain a rating distribution
where one of the ratings has zero likelihood to occur. The parameter
€ offsets this bias and makes it more controllable.

To make this mapping from a similarity to a probability mass
function (pmf) even more controllable, we can introduce a tempe-
rature-like parameter that controls how “smeared out” the resulting
pmf should be

pei(r,T) o pe (YT )

with 3, pei(r,T) = 1.

While we restrict our study to € =0 and T = 1, it is worth intro-
ducing them as levers to make the SSR mapping more controllable.
One can, for instance, design an optimization procedure to find
values for € and T that yield the best SSR mapping in terms of the
success metrics defined in Section A.3. A first test suggests that
T =1 is a reasonable choice as a rule of thumb, but that there is
optimization potential: clearly there are optima to be found around
T =1 both for maximizing correlation and distribution similarity
(see Fig. 32). A full Python code implementation of SSR is given in
Appendix C.2.

B Product Concept Example

Fig. 5 shows an examples of a product concept image similar to those
used in the study. When we refer to “image stimulus” in the main
text, an image like this, including either both an illustration and the
concept description or only a concept description was supplied to
an LLM synthetic consumer. When we refer to “text stimulus,” only
the text was given to the synthetic consumer. For the latter, the text
was previously transcribed from the product concept image using
GPT-4o.

C Additional Material for SSR

C.1 Reference Statement Sets

To map free-text responses onto a 5pt Likert scale, we constructed
six sets of anchor statements, five statements in each set (one for
each Likert category 1 through 5). These anchors serve as semantic
prototypes against which model-generated responses are compared
in embedding space. Each anchor statement was written to reflect
the intensity of purchase intent associated with its corresponding
Likert rating:

o The lowest anchor expresses a purchase to be unlikely.

e The middle anchor reflects indifference or uncertainty.

e The highest anchor conveys intent or possible intent to

purchase.

The remaining two intermediate anchors were formulated as se-
mantically in between their adjacent statements. The anchors were
designed to be short, generic, and domain-independent, such that
they could plausibly apply to any consumer product concept. Their
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AURAFOAM™
Mood-Infused Body Wash

Clean skin. Clear mind. Choose your mood.

AURAFOAM™ is more than just a body wash — it's a shower ritual

AURAFOAM

that shifts your mood while caring for your skin.

MOOD-INFUSED » Mood-coded fragrance capsules: Energize (citrus + ginger),

BODY WASH

Calm (lavender + cedar), Focus (eucalyptus + mint)

Q.‘, ( + Clinically inspired neuro-aroma blends to uplift, relax, or refocus

[
‘\ + Gentle, skin-first formula: sulfate-free, prebiotic hydration,

dermatologist-tested

+ Sustainable design: biodegradable capsules & recycled

packaging

For skin that feels cared for, and a mind that feels reset.

Figure 5: A surrogate product concept similar to those used in the 57 concept surveys.

purpose is not to capture the nuances of any specific product, but
to provide a reference gradient of intent from “purchase improb-
able” to “purchase probable.” This approach allows defining the
Likert scale in a way that adapts to the stylistic tendencies of LLM
responses, ensuring that the full range of intent is captured.

C.2 SSR Implementation

We give a full Python implementation of the SSR method, available
on GitHub at https://github.com/pymec-labs/semantic-similarity-
rating. The package offers a simple programming interface for
generating SSR-based Likert scale response distributions from LLM
responses.

D Machine-Learning Comparison Based on
LightGBM

To benchmark the performance of zero-shot LLM elicitation against
a classical machine learning approach, we trained gradient-boosted
decision tree models (LightGBM [21]) on subsets of the survey data.
The goal was to assess how well a model trained on demographic
and product features could reproduce individual Likert ratings
compared to synthetic responses generated by LLMs.

We considered the complete set of 57 consumer concept surveys
used in the main study. For each of 300 iterations, we randomly

split the surveys in half. One half (28 surveys) was used for training,
the other half (29 surveys) for testing. This setup mirrors the cross-
study generalization scenario relevant for real-world applications,
where new concepts and respondents are unseen during training.

On each training split, we fitted a LightGBM classifier with the
following input features:

e Demographics (5 features): age, gender, income tier, re-
gion, and ethnicity.

e Concept attributes (3 features): category of personal
care, price tier, and concept source.

The target variable was the purchase-intent rating on a 5-point
Likert scale. Models were trained with default LightGBM hyperpa-
rameters, using multiclass classification (with the five Likert values
treated as separate classes). Missing feature data was assigned a
“Null” category.

For each held-out study, we predicted Likert responses for all
respondents and aggregated them into synthetic response distribu-
tions. We then compared these predictions to the original human
survey data using two metrics: (i) test-retest reliability (p), de-
fined analogously to the procedure in the main text, i.e. by Pearson
correlation between synthetic and human mean purchase intents
of the 29 surveys of the test set, split in half once again, and (ii)
distributional similarity (K*Y), defined as the complement of the
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Kolmogorov-Smirnov distance between the predicted and observed
Likert distributions for the 29 surveys in the test set.

Across 300 iterations, LightGBM achieved a correlation attain-
ment of p = (64.6 + 1.0)%, substantially below both follow-up
Likert ratings (83.2 + 0.7%) and SSR-based elicitation with GPT-
40 at Ty = 0.5 and image stimulus (88.3 + 0.7%). For distribu-
tional similarity, LightGBM (K*Y = 0.797 + 0.002) outperformed
follow-up Likert ratings (0.716 + 0.001) but was surpassed by SSR
(0.883 £ 0.001).

This analysis shows that a simple supervised ML model trained
on demographic and product features cannot match the fidelity of
zero-shot LLM elicitation in recovering human-like response behav-
ior. While LightGBM achieves moderate distributional alignment,
its markedly lower reliability underscores the advantage of LLM-
based methods that leverage semantic understanding of product
descriptions without requiring additional training data.

E Textual Responses Allow for Qualitative
Evaluations

As a byproduct of applying the SSR method to obtain quantitative
ratings, the textual responses generated by LLMs are rich in in-
formation and make it possible to evaluate the product concept in
more detail.

While the real surveys focused on ratings on a Likert scale, they
also asked people to write free text as responses to the questions
“What did/didn’t you like about the concept?” The replies to these
open questions are lacking depth and only seldom provide impor-
tant feedback. Typically, they are rather short like “It’s good”, or
just repeat information contained in the concept like “Not much,
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just the steps and how it tells you what it was for” Less frequently,
participants gave actual feedback about what they liked, for in-
stance one such response reads “Inexpensive and affordable. New
& light. [Application] from your own home”” In contrast, the replies
about purchase intent by synthetic consumers provide much more
in-depth feedback about why or why not they would possibly pur-
chase the product. For instance, one synthetic consumer wrote:
“The ease of use and [...] safety are appealing, but I'd want to know
more about its effectiveness and any potential side effects.” Another
responded: “The ease of use and the promise of no [...] sensitivity
are appealing. Plus, it’s from a trusted brand.”

Similarly, synthetic consumers rarely held back with their crit-
icisms, which, at times, came written in the style of the persona
they were asked to imitate. For a less positively received concept,
GPT-40 synthetic consumers responded “It seems a bit too high-end
for my needs and budget” and “[These body parts] don’t usually
bother me, so I don’t think I need it” while two based on Gem-2f
wrote e.g., “Seems kinda bougie for [this kind of product]” and
“Sounds expensive, and I'm not sure I buy all that ‘microbiome’ talk.
TI'll stick with what I know”, respectively.

In total, the responses generated by LLMs can be leveraged to
obtain detailed feedback on why or why not a product concept was
rated with higher or lower purchase intent. Additionally, synthetic
consumers seem to suffer less from a positivity bias, as demon-
strated by the wider spread of mean purchase intent measured in
the previous section as well as confirmed by the qualitative analysis
of synthetic responses.
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Figure 6: Comparison of real and synthetic surveys based on Gem-2f with Ti;y = 0.5. (A) Mean purchase intent comparison for
(A.i) Direct likert ratings (DLRs), (A.ii) textual elicitation with follow-up Likert ratings (FLRs) and (A.iii) semantic similarity
ratings (SSRs). (B) Eight example survey response distributions for real surveys and the corresponding synthetic surveys based
on DLR, FLR, and SSR, respectively.
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Figure 7: Comparison of purchase intent distribution similarity between real and synthetic surveys based on Gem-2f with
Tiim = 0.5 for direct Likert ratings (DLRs), textual elicitation with follow-up Likert ratings (FLRs), semantic similarity ratings
(SSRs), and best-set SSRs for an experiment where synthetic consumers where prompted without demographic markers.
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Table 1: Metrics for all experiments on purchase intent. “Direct” refers to direct Likert rating elicitation (DLR), “Textual” refers
to free-text responses followed by SSR and FLR. We show correlation attainment p, distributional similarities K*Y and C*Y,
mean purchase intent correlation R*Y between human and synthetic surveys, including results for best-comparison set 3 (see

App. C.1). We also report mean survey purchase intent and its standard deviation.

Elicit. Dem. Model Stim. Ty;, BestX p (%) K*Y R¥Y CcxY E[PIL] + std
SSR Lik. | SSR Lik. | SSR Lik. | SSR Lik. SSR Lik.

Direct Full GPT-40 Text 1.5 88.5 0.37 0.717 0.39 2.95 £ 0.44
Direct Full GPT-40 Text 0.5 89.6 0.36 0.720 0.38 2.96 + 0.45
Direct  Full GPT-40 Image 1.5 78.7 0.29 0.648 0.29 2.97 £0.16
Direct Full GPT-40 Image 0.5 81.7 0.26 0.661 0.26 2.96 £ 0.11
Direct Full Gem-2f Text 1.5 68.4 0.46 0.546 0.48 3.28 £ 0.50
Direct Full Gem-2f Text 0.5 67.5 0.45 0.541 0.47 3.28 £ 0.50
Direct  Full Gem-2f Image 1.5 82.5 0.41 0.660 0.41 3.17 £ 0.40
Direct Full Gem-2f Image 0.5 80.2 0.39 0.640 0.40 3.17 £ 0.40
Textual Full GPT-40 Text 1.5 4 85.0 0.85 0.691 0.94 3.75 £ 0.40

Textual Full GPT-40 Text 0.5 4 83.1 0.84 0.680 0.92 3.71 £ 0.45

Textual Full GPT-40 Text 0.5 avg. 825 69.2 | 0.84 0.64 | 0.675 0.562 | 0.94 0.70 | 3.63 +£042 3.39 £0.79
Textual Full GPT-40 Image 0.5 1 91.9 0.82 0.740 0.93 3.67 £ 0.36

Textual Full GPT-40 Image 0.5 avg. 90.2 84.7 | 0.88 0.72 | 0.724 0.687 | 0.96 0.80 | 3.77 £0.31 3.67 £ 0.55
Textual Full Gem-2f Text 1.5 3 76.3 0.81 0.611 0.92 3.56 £ 0.40

Textual Full Gem-2f Text 0.5 3 72.7 0.81 0.581 0.91 3.56 + 0.42

Textual Full Gem-2f Text 0.5 avg. 73.0 73,5 | 0.80 0.62 | 0.583 0.589 | 091 0.69 | 3.52+0.45 3.57 £0.86
Textual Full Gem-2f Image 0.5 5 92.4 0.82 0.737 0.92 3.64 + 0.45

Textual Full Gem-2f Image 0.5 avg. 90.6 92.1 | 0.80 0.59 | 0.720 0.736 | 091 0.64 | 3.51 +£0.42 3.33+0.75
Textual None GPT-40 Text 1.5 4 50.1 0.92 0.409 0.98 4.05+0.12

Textual None GPT-40 Text 0.5 4 45.3 0.91 0.390 0.97 4.09 £ 0.16

Textual None GPT-40 Text 0.5 avg. 474 41.2 | 091 0.57 | 0.408 0.324 | 0.98 0.77 | 3.92 +£0.14 4.61 +0.51
Textual None Gem-2f Text 1.5 3 60.5 0.87 0.481 0.95 3.85 £ 0.24

Textual None Gem-2f Text 0.5 3 49.5 0.87 0.411 0.95 3.90 £ 0.26

Textual None Gem-2f Text 0.5 avg. 574 58.0 | 091 0.62 | 0.481 0.480 | 0.97 0.75 | 3.90 £ 0.26 4.26 £ 0.58
Textual None Gem-2f Image 0.5 4 50.1 0.91 0.414 0.98 4.09 £ 0.07

Textual None Gem-2f Image 0.5 avg. 155 643 | 091 0.67 | 0.143 0.530 | 0.98 0.78 | 3.94 £ 0.08 4.25 + 0.34
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Figure 8: Mean purchase intent stratified by respondents’ gender and dwelling region (shown are results from the SSR method
for both GPT-40 and Gem-2f). Error bars represent standard errors.
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Figure 9: Survey histograms for direct Likert ratings at i1\ = 0.5 for GPT-40.
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Figure 10: Survey histograms for direct Likert ratings at Ty = 1.5 for GPT-40.
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Figure 11: Survey histograms for direct Likert ratings at Tr;y = 0.5 for Gem-2f.
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Figure 12: Survey histograms for direct Likert ratings at Ty = 1.5 for Gem-2f.
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Figure 13: Success metrics for direct Likert ratings at Tiyy = 0.5 for GPT-4o.
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Figure 14: Success metrics for direct Likert ratings at Ty = 1.5 for GPT-4o.
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Figure 15: Success metrics for direct Likert ratings at Tryy = 0.5 for Gem-2f.
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Figure 16: Success metrics for direct Likert ratings at Tiyy = 1.5 for Gem-2f.

Survey: 320892
50

o Survey: 346821

Survey: 346824 5o Survey: 348035

Survey: 348038 Survey: 348039 Survey: 348040

— 0.50 o 050 050 050
« [ ’—L 7 o L Method: SSR
@02 A 025 05 025 025 Y 025 y 0254 A 025 Creal
7~ o P 4’_,_1 e A _F wi demographics
0.0 0,00 = 0.0 0.00 0.00 = 0.00 -+ 0.00 - 0.00
B os0 10 1.0 1.0 10 10 1.0 1.0
5 7 Method: Follow-up Likert
S 025 /) —‘ 05 A 05 _a, 05 A 05 05 05 A 05 , Clreal
ES “ —‘ /A j w/ demographics
5 —r —
2 0.00 C 0.0 — 4 0.0 0.0 J 0.0 —_— 0.0 *J_,i 0.0 —‘ 0.0 —‘

, Survey: 353987

, Survey: 353989

) Survey: 353990

Survey: 353991 Survey: 354067

Survey: 354070 Survey: 354071 Survey: 354072

0.5 0.5 0.5 050 050 050 o 050
o e 7 7 V - 7 7
3025 A 025 / 025 A 025 / 025 / 025 025 025
- ~ 7 r
e ~ ot = 4 .
0.00 -5 000 L= 0.00 L—F— 0.00 0,00 L= 0.00 . 0.00 0,00 ==
=
510 10 10 050 1.0 050 104 050
3 =y ANy ]
Sos v 05 A, 05 > 0.25 J!' 05 025 05 y, 0.25
; el s e N 1
8 V .
S0 ——— 0.0 0.0 0.00 —_— 0.0 < 0.00 . 0.0 = 0.00
Survey: 354074 Survey: 354076 Survey: 381177 Survey: 470724 Survey: 470726 Survey: 470728 Survey: 470740 Survey: 470742
0.50 0.50 1.0 0.50 04 0. 044 0.50
v 7 ’—’7 — = F ’7 -
% 0.25 hJ 0.25 /_’_1 0.5 rg’—‘ 0.25 J 02 —A 02 7’7 02 7J 0.25 J
A T ,_l - — 3
0.00 0.00 00 0.00 -5 00 00 00 0.00 1=
§10 050 — 10 10 10 10 104 10
= |
Sos 025 05 r—‘ 05 05 05 05 05 A
H e — — —
K] - - ~
B oo =T 0.00 00 0.0 T 00 00 L=t 3 00 rJ_F 00 l=—=x
Survey: 470744 Survey: 638005 Survey: 638008 Survey: 638009 Survey: 638010 Survey: 638515 Survey: 638517 Survey: 638521
04 r 050 04 . 04 e 04 050 041 04
@02 A 025 [ 02 A 02 A 02 025 % 02 02 JF
ﬁ /l |y Iy —! A4 A -
— o — -
00t e————L ool ——— 00— 00 = ——— 00 ’—‘\—‘F‘ —L el 00 "_,‘_r‘ — 00—
<
3 1.0 0.50 1.0 1.0 0.50 1.0 044 1.0
2
Sos 025 05 05 025 05 02 05
: AN I = 4] = AL Wl —
2 - - bs < -
S oo == 0.00 0.0 L= 0.0 L= 0.00 —" 0.0 L= 00 0.0 ==
1.2 3 4 5 1.2 3 4 5 1.2 3 4 5 1.2 3 4 5 1.2 3 4 5 1.2 3 4 5 1.2 3 4 5 1.2 3 4 5

Figure 17: First set of survey histograms for textual elicitation with GPT-40 and follow-up ratings at Ty = 0.5, with image
stimulus and full demography setup. For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 18: Second set of survey histograms for textual elicitation with GPT-40 and follow-up ratings at T\ = 0.5, with image
stimulus and full demography setup. For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 19: First set of survey histograms for textual elicitation with Gem-2f and follow-up ratings at ;1 = 0.5, with image
stimulus and full demography setup. For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 20: Second set of survey histograms for textual elicitation with Gem-2f and follow-up ratings at T\ = 0.5, with image
stimulus and full demography setup. For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 21: Success metrics for textual elicitation at T\ = 0.5 with GPT-40, with image stimulus and full demography setup. For
semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 22: Success metrics for textual elicitation at Ty = 0.5 with Gem-2f, with image stimulus and full demography setup. For
semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 23: First set of survey histograms for textual elicitation with GPT-40 and follow-up ratings at Ti v = 0.5, with text
stimulus and alternating between prompting the LLM with full demographic information and zero demographic information.
For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 24: Second set of survey histograms for textual elicitation with GPT-40 and follow-up ratings at Ty = 0.5, with text
stimulus and alternating between prompting the LLM with full demographic information and zero demographic information.
For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 25: First set of survey histograms for textual elicitation with Gem-2f and follow-up ratings at Tipm = 0.5, with text
stimulus and alternating between prompting the LLM with full demographic information and zero demographic information.
For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 26: Second set of survey histograms for textual elicitation with Gem-2f and follow-up ratings at Ty = 0.5, with text
stimulus and alternating between prompting the LLM with full demographic information and zero demographic information.
For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 27: Success metrics for textual elicitation and demography experiments, at Ti;y; = 0.5 with GPT-40 and with text stimulus.
For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 28: Success metrics for textual elicitation and demography experiments, at i1\ = 0.5 with Gem-2f and with text stimulus.
For semantic similarity rating (SSR), we used the mean over all reference sets.
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Figure 29: Success metrics for textual elicitation and demography experiments, at Ty = 0.5 with Gem-2f and image stimulus.
For semantic similarity rating (SSR), we used the result for the best reference set (4).
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Figure 30: First set of survey histograms for textual elicitation with Gem-2f and follow-up ratings at Ty; = 0.5, with image
stimulus and prompting the LLM with zero demographic information. For semantic similarity rating (SSR), we used the the
result for the best reference set (4).
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Figure 31: Second set of survey histograms for textual elicitation with Gem-2f and follow-up ratings at T\ = 0.5, with image
stimulus and prompting the LLM with zero demographic information. For semantic similarity rating (SSR), we used the the
result for the best reference set (4).
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Figure 32: Scan over post-elicitation temperature T values and change in success metrics for textual elicitation at Ty = 0.5
with GPT-40 and image stimulus, with full demography setup. For semantic similarity rating (SSR), we used the mean over
all reference sets. Horizontal lines refer to the corresponding follow-up Likert rating values for this experiment, which are
unaffected by choice of reference set and T.
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Figure 33: First set of survey histograms for textual elicitation to question “How relevant is this concept for you?” with Gem-2f
and follow-up ratings at T\ = 0.5, with image stimulus and full demography setup. For semantic similarity rating (SSR), we
used the mean over three reference sets that were constructed for this question specifically.
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Figure 34: Second set of survey histograms for textual elicitation to question “How relevant is this concept for you?” with
Gem-2f and follow-up ratings at Ty = 0.5, with image stimulus and full demography setup. For semantic similarity rating
(SSR), we used the mean over three reference sets that were constructed for this question specifically.
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Figure 35: Success metrics for textual elicitation to question “How relevant is this concept for you?” with Gem-2f and follow-up
ratings at Ty = 0.5, with image stimulus and full demography setup. For semantic similarity rating (SSR), we used the mean
over three reference sets that were constructed for this question specifically.
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